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Table S7. Performance comparisons between various LLMs.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Applications** | **Paper information** | | | **Model Information** | | | | | | | | | | | | | **Conclusions** |
| **Reference** | **Intended task** | **Sample size** | **Models** | **Metric1 & Performance** | | **Metric2 & Performance** | | **Metric3 & Performance** | | **Metric4 & Performance** | | **Metric5 & Performance** | | **Metric6 & Performance** | | **Evaluation results** |
| **Depression detection and classification** | [1] | Predict mental health disorders | 11,890,632 tweets | DBUFS2E | ACC for Tweets | 97% | F1 Score for Tweets | 0.96 | AUC for Tweets | 0.98 | ACC for Bios | 95% | F1 Score for Bios | 0.96 | AUC for Bios | 0.96 | DBUFS2E, BBU, MBBU > DRB |
| BBU | 97% | 0.97 | 0.98 | 95% | 0.94 | 0.96 |
| MBBU | 96% | 0.96 | 0.98 | 96% | 0.96 | 0.96 |
| DRB | 95% | 0.95 | 0.97 | 95% | 0.95 | 0.96 |
| [2] | Identify depression | 2,575 users with tweets | XLNet | Precision | 0.775 | F1 Score | 0.779 | Recall | 0.783 | ACC | 77% | AUC | 0.844 |  | | XLNet, RoBERTa > BERT |
| RoBERTa | 0.744 | 0.78 | 0.819 | 76% | 0.841 |
| BERT | 0.763 | 0.775 | 0.788 | 77% | 0.839 |
| [3] | Detect depression | 632,000 tweets | RoBERTa | Precision | 98% | F1 Score | 98% | Recall | 99% | ACC | 98% |  | |  | | RoBERTa > DeBERTa, DistilBERT, SqueezeBERT |
| DeBERTa | 98% | 98% | 98% | 98% |
| DistilBERT | 98% | 97% | 98% | 97% |
| SqueezeBERT | 97% | 96% | 97% | 95% |
| [4] | Detect depression | DAIC, E-DAIC, and EATD | GPT-3.5 | Precision | 65.7% | F1 Score | 60.6% | Recall | 58.9% | ACC | 58.9% |  | |  | | LLAMA 3 > GPT-4 > GPT-3.5 |
| GPT-4 | 71.5% | 71.4% | 71.4% | 71.4% |
| LLAMA 3 | 81.3% | 74.0% | 73.2% | 73.2% |
| [5] | Detect depression | DAIC-WOZ dataset | BERT | Precision | 89.1% | F1 Score | 88.9% | Recall | 88.9% |  | |  | |  | | ClinicalBERT > PsychBERT > MentalBERT > BERT > MentalRoBERTa |
| MentalBERT | 90.1% | 90.1% | 89.9% |
| MentalRoBERTa | 74.1% | 75.1% | 74.9% |
| PsychBERT | 91.1% | 92.9% | 91.1% |
| ClinicalBERT | 96.3% | 95.5% | 95.5% |
| [6] | Detect depression | 8,194 records | BERT | Precision | 0.83 | F1 score | 0.82 | Recall | 0.82 |  | |  | |  | | BERT > GPT-3.5, GPT-4 |
| GPT-3.5 | 0.78 | 0.78 | 0.79 |
| GPT-4 | 0.7 | 0.61 | 0.6 |
| [7] | Predict depression | 13,993 microblogs | RoBERTa | Macro Precision | 0.528 | Macro F1 Score | 0.424 | Macro Recall | 0.386 |  | |  | |  | | BERT, RoBERTa > XLNET |
| BERT | 0.543 | 0.406 | 0.354 |
| XLNET | 0.521 | 0.398 | 0.364 |
| [8] | Detect depression symptoms | Posts of 9,210 depressed users | BERT | Positive Predictive Value | 0.638 | F1 Score | 0.709 | Sensitivity | 0.805 |  | |  | |  | | BioBERT, MentalBERT > BERT, ALBERT, Longformer, MentalRoBERTa |
| ALBERT | 0.606 | 0.683 | 0.786 |
| BioBERT | 0.601 | 0.707 | 0.862 |
| Longformer | 0.633 | 0.719 | 0.838 |
| MentalBERT | 0.66 | 0.738 | 0.848 |
| MentalRoBERTa | 0.629 | 0.709 | 0.819 |
| [9] | Classify depression | 189 interviews | BERT | F1 Score | 0.6 | Sensitivity | 0.61 | Specificity | 0.6 |  | |  | |  | | BERT, DistilBERT > RoBERTa |
| RoBERTa | 0.47 | 0.54 | 0.34 |
| DistilBERT | 0.59 | 0.59 | 0.62 |
| [10] | Classify depression and anxiety | GLOBEM dataset | PaLM2 | ACC of depression | 60.0% | ACC of anxiety | 56.7% |  | |  | |  | |  | | PaLM2 > GPT-4 > GPT-3.5 |
| GPT-4 | 57.8% | 55.6% |
| GPT-3.5 | 56.7% | 52.5% |
| [11] | Handle PPD questions | 14 questions | ChatGPT | Mean of GRADE | 3.93 | Median of GRADE | 4 |  | |  | |  | |  | | ChatGPT > Bard |
| Bard | 2.75 | 4 |
| Developing conversational virtual humans | [12] | Assess efficacy of chatbots | Unreported | ChatGPT | Safety | 4.0 | Validation | 3.9 | Consistency | 4.1 | Empathy | 3.9 | Insight | 4.2 |  | | ChatGPT > Claude-3 > GPT-4 |
| GPT-4 | 3.7 | 4.1 | 3.5 | 3.6 | 3.7 |
| Claude-3 | 3.8 | 4.1 | 3.8 | 3.7 | 3.8 |
| [13] | Assess LLM chatbots | 100 patients and 239 questions | Physicians | Prefer Rate | 46.9% | Relevance | 3.75 | Correct | 3.66 | Useful | 3.54 | Empathy | 3.13 |  | | ChatGPT > ERNIEBot |
| ChatGPT | 34.9% | 3.69 | 3.73 | 3.4 | 3.64 |
| ERNIEBot | 18.3% | 3.41 | 3.52 | 3.4 | 3.11 |
| Supporting the clinical treatments and interventions | [14] | Utilize EHRs | 290,482,002 clinical notes | BioBERT | Precision of Clinical Concept | 0.86 | Recall of Clinical Concept | 0.89 | F1 score of Clinical Concept | 0.88 | Precision of Medical Relation | 0.97 | Recall of Medical Relation | 0.95 | F1 score of Medical Relation | 0.96 | GatorTron > BioBERT, ClinicalBERT, BioMegatron |
| ClinicalBERT | 0.86 | 0.88 | 0.87 | 0.97 | 0.94 | 0.95 |
| BioMegatron | 0.87 | 0.89 | 0.88 | 0.97 | 0.94 | 0.96 |
| GatorTron | 0.90 | 0.90 | 0.90 | 0.98 | 0.95 | 0.96 |
| [15] | Handle CBT tasks | 3 stages | GPT-4 | ACC of Stage 1 | 65% | ACC of Stage 2 | 75% | ACC of Stage 3 | 80% | ACC of All | 73% |  | |  | | GPT-4 > BARD |
| Bard | 65% | 50% | 95% | 70% |
| [16] | Assist treatment of CB-PTSD | 1,295 women narratives | GPT-3.5-turbo zero shot | F1 Score | 0.33 | Sensitivity | 0.20 | Specificity | 0.99 | AUC | 0.60 |  | |  | | ChatGPT > GPT-3.5-turbo few shot > GPT-3.5-turbo zero shot |
| GPT-3.5-turbo few shot | 0.38 | 0.24 | 0.96 | 0.60 |
| ChatGPT | 0.81 | 0.85 | 0.75 | 0.80 |
| [17] | Evaluate patients’ satisfaction | 16,950 illness categories | BERT | ACC | 84.6% | F1 Score | 0.846 | K-coefficient | 0.746 |  | |  | |  | | MentalBERT > BERT |
| MentalBERT | 86.7% | 0.867 | 0.785 |
| [18] | Test depression diagnosis | Unreported | LLamA-7B | Safety | 7.31 | Usability | 3.97 | Fluency | 9.78 |  | |  | |  | | ChatGLM-6B, Knowledge > Alpaca, LLamA-7B |
| ChatGLM-6B | 7.03 | 3.34 | 9.89 |
| Alpaca | 7.44 | 4.31 | 9.85 |
| Knowledge | 9.58 | 7.74 | 9.75 |
| Assisting in mental health counseling and education | [19] | Develop a therapeutic chatbot | 13k and 25k dialogues | BERT-based | ACC of Sentiment | >90% | ACC of Emotion | >80% |  | |  | |  | |  | | BERT-based > Bayes-based, FastTex-based |
| Bayes-based | —— | —— |
| FastTex-based | —— | —— |
| [20] | Enhance emotional intelligence | 31 unique questions | ChatGLM | Mean Rank | 47.00 | Rank Sum | 1457 |  | |  | |  | |  | | ChatGLM > Qianwen > ERNIEBot |
| ERNIEBot | 46.61 | 1445 |
| Qianwen | 46.87 | 1453 |
| [21] | Enhance diagnostic accuracy in psychiatry | 20 distinct clinical cases | AYA | ACC Mean Score | 0.95 |  | |  | |  | |  | |  | | GPT3.5, GPT4, GPT3.5 CA > AYA, Nemotron, Nemotron CA |
| GPT-3.5 | 1.65 |
| GPT-4 | 1.60 |
| Nemotron | 1.10 |
| GPT-3.5 CA | 1.55 |
| Nemotron CA | 1.05 |
| Others | [22] | Rate emotion in psycho-therapy | 97,497 talk turns | BERT | ACC | 66% | Kappa Neutral | 0.73 | Kappa Positive | 0.47 | Kappa Negative | 0.59 | Kappa Estimate | 0.48 |  | | BERT > Trigram > Bigram, Unigram |
| Unigram | 60% | 0.71 | 0.34 | 0.45 | 0.31 |
| Bigram | 60% | 0.71 | 0.34 | 0.45 | 0.31 |
| Trigram | 61% | 0.71 | 0.34 | 0.45 | 0.31 |
| [23] | Evaluate LLMs in psychiatric diagnosis | 13 case scenarios | GPT-3.5 | QA | 100% | Patient Doctor | 80% | Diary | 100% | USMLE | 0.51 |  | |  | | GPT-4 > GPT-3.5 > AYA > Nemotron |
| AYA | 100% | 80% | 100% | 0.24 |
| Nemotron | 80% | 40% | 67% | 0.19 |
| GPT-4 | —— | —— | —— | 0.80 |
| [24] | Analyse sentiment | NIH dataset with 462,518 tokens and stanford dataset with 299,735 tokens | Pysentimiento on NIH dataset | Precision | 77.4% | Recall | 77.8% | F1 score | 77.0% | ACC | 77.6% |  | |  | | ChatGPT > OPT-1.3B, OPT-2.7B > Pysentimiento |
| OPT-1.3B on NIH dataset | 80.3% | 80.0% | 79.9% | 80.0% |
| OPT-2.7B on NIH dataset | 80.6% | 80.4% | 80.5% | 80.4% |
| ChatGPT on NIH dataset | 85.3% | 89.3% | 86.7% | 86.0% |
| Pysentimiento on Standford dataset | 67.3% | 63.6% | 62.7% | 64.4% |
| OPT-1.3B on Standford dataset | 83.2% | 81.6% | 82.1% | 81.6% |
| OPT-2.7B on Standford dataset | 82.9% | 81.0% | 81.5% | 81.0% |
| ChatGPT on Standford dataset | 86.3% | 87.8% | 86.6% | 87.4% |
| [25] | Evaluate LLMs for mental health condition detection | 2.8k stress posts, 9.21k depression posts and 1.78k suicide posts from social media like Reddit and Twitter | GPT-2 on stress data | Precision | 98.4% | Recall | 98.4% | F1 score | 98.4% | ACC | 98.4% |  | |  | | GPT-2 > GPT-Neo |
| GPT-Neo on stress data | 77.6% | 76.5% | 77.6% | 77.2% |
| GPT-2 on depression data | 98.9% | 98.9% | 98.8% | 99.0% |
| GPT-Neo on depression data | 94.5% | 94.4% | 94.4% | 94.5% |
| GPT-2 on suicide data | 99.7% | 99.8% | 99.7% | 98.7% |
| GPT-Neo on suicide data | 93.5% | 94.6% | 94.0% | 94.4% |
| [26] | Identify emotions and sarcasm | 43,410 Reddit comments | Custom BERT | Validation ACC | 59.5% | Validation Loss | 1.07 | Testing ACC | 61.7% | Testing Loss | 1.07 |  | |  | | Mobile BERT > Small Size BERT > Custom BERT |
| Small Size BERT | 61.3% | 1.04 | 64.2% | 1.00 |
| Mobile BERT | 69.6% | 0.81 | 74.5% | 0.66 |
| [27] | Classify emotion  and sentiment | 417,423 and 1,176,509 samples | EmoBERTTiny | ACC of Sentiment | 93.1% | ACC of Emotion | 85.5% |  | |  | |  | |  | | EmoBERTTiny > BERTTiny > Bert-Base Cased |
| BERTTiny | 38.1% | 14.7% |
| Bert-Base Cased | 30.4% | 8.2% |
| [28] | Detect suicidal ideation | 100,000+ posts | ALBERT | ACC | 87% | F1 Score | 0.87 |  | |  | |  | |  | | ALBERT > DistilBERT |
| DistilBERT | 77% | 0.75 |
| [29] | Generate synthetic medical data | 189 real and 200 synthetic patients | ChatGPT | ACC | 89% | ACC of complex data | 77% |  | |  | |  | |  | | ChatGPT > Bard |
| Bard | 87% | 74% |
| [30] | Diagnose OCD | 19 OCD and 7 control vignettes | GPT-4 | ACC | 1.00 |  | |  | |  | |  | |  | | GPT-4 > GEMINI PRO > LLAMA 3 |
| GEMINI PRO | 0.94 |
| LLAMA 3 | 0.95 |
| [31] | Analyze psychologic text | 47,925 tweets of 15 datasets | GPT-3.5 Turbo | SROCC | 0.63 |  | |  | |  | |  | |  | | GPT-4 > GPT-4 Turbo > GPT-3.5 Turbo |
| GPT-4 | 0.69 |
| GPT-4 Turbo | 0.67 |

Notes:

ACC: accuracy; AUC: area under curve; BBU: bert-base-uncased; MBBU: mental-bert-base-uncased; CB-PTSD: post-traumatic stress disorder following childbirth; CBT: cognitive-behavioral therapy; DBUFS2E: distilbert-base-uncased-finetuned-sst-2-english; DRB: distilroberta-base; EHR: electronic health records; GRADE: grading of recommendations assessment, development and evaluation; OCD: obsessive-compulsive disorder; PPD: postpartum depression; USMLE: United Stated medical licensing exam.
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